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Abstract

This paper is concerned with the optimal control of linear discrete-time systems subject to unknown but bounded state
disturbances and mixed polytopic constraints on the state and input. It is shown that the class of admissible affine state
feedback control policies with knowledge of prior states is equivalent to the class of admissible feedback policies that are affine
functions of the past disturbance sequence. This implies that a broad class of constrained finite horizon robust and optimal
control problems, where the optimization is over affine state feedback policies, can be solved in a computationally efficient
fashion using convex optimization methods. This equivalence result is used to design a robust receding horizon control (RHC)
state feedback policy such that the closed-loop system is input-to-state stable (ISS) and the constraints are satisfied for all time
and all allowable disturbance sequences. The cost to be minimized in the associated finite horizon optimal control problem is
quadratic in the disturbance-free state and input sequences. The value of the receding horizon control law can be calculated
at each sample instant using a single, tractable and convex quadratic program (QP) if the disturbance set is polytopic, or a
tractable second-order cone program (SOCP) if the disturbance set is given by a 2-norm bound.
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1 Introduction

This paper is concerned with the control of constrained
discrete-time linear systems that are subject to additive,
but bounded disturbances on the state. The main aim is
to provide results that allow for the efficient computa-
tion of an optimal and stabilizing state feedback control
policy that ensures a given set of state and input con-
straints are satisfied for all time, despite the presence of
the disturbances. This is a problem that has been stud-
ied for some time now in the optimal control literature [4]
and a number of different solutions are available, most
of which draw on results from set invariance theory [5],
`1 optimal control [7] or predictive control [22, 24].

It is generally accepted that if disturbances are to be
accounted for in the formulation of a constrained op-
timal control problem, then the optimization has to

Email addresses: pgoulart@alum.mit.edu (Paul J.
Goulart), erickerrigan@ieee.org (Eric C. Kerrigan),
jmm@eng.cam.ac.uk (Jan M. Maciejowski).
1 This paper was not presented at any IFAC meeting.
2 Corresponding author. Tel: +44-1223-332711. Fax: +44-
1223-332662.

be done over admissible state feedback policies, rather
than open-loop input sequences, otherwise infeasibility
and instability problems can occur [24]. However, opti-
mization over arbitrary (nonlinear) feedback policies is
particularly difficult if constraints have to be satisfied.
Current proposals for achieving this using finite dimen-
sional optimization, such as [26], are computationally
intractable since the size of the optimization problem
grows exponentially with the size of the problem data.

Hence, a popular approach in the predictive control lit-
erature is to compute one or more stabilizing linear state
feedback control laws off-line and restrict the on-line
computation to the selection of one of these control laws,
followed by the computation of a finite sequence of ad-
missible perturbations to the selected control law [1, 6,
19, 25]. Though this approach considerably reduces the
computational complexity, it is not always obvious how
to best choose the linear control laws off-line so as to
minimize conservativeness.

An obvious improvement to this approach of “pre-
stabilization” is to try to simultaneously compute the
linear feedback control law and perturbation sequence
on-line at each sample instant. However, the problem
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with this approach is that the predicted input and state
sequences are nonlinear functions of the sequence of
state feedback gains. As a consequence, the set of feasi-
ble decision variables is non-convex, in general. Various
proposals have been put forward for modifying this
problem so that the set of feasible decision variables is
convex [12, 18, 27], but generally this comes with an in-
crease in the conservativeness of the solution. Hence, an
interesting question is whether one can re-parameterize
the optimal control problem, where the optimization
is over the class of affine state feedback policies (linear
feedback plus perturbation), and formulate an equiv-
alent, but convex and tractable optimization problem.
One of the contributions of this paper is to show that
this is possible.

To show this, we exploit a recent result for solving a class
of robust optimization problems with hard constraints,
called adjustable robust counterpart (ARC) problems [3,
11], where the optimization variables correspond to de-
cisions that can be made once actual values of the un-
certainty become available. The authors of [3, 11] pro-
posed that, instead of solving for an admissible nonlin-
ear function of the uncertainty, one could aim to param-
eterize the solution as an affine function of the uncer-
tainty. They proceeded to show that if the uncertainty
set is polyhedral and the constraints in the optimization
problem are affine, then an affine function of the uncer-
tainty can be found by solving a single, computation-
ally tractable linear program (LP). Equivalent parame-
terizations have also been proposed in the literature on
predictive control with Gaussian state disturbances [28]
and bounded state disturbances [21]. This paper also
presents a number of novel system-theoretic results re-
lating to the use of this new parameterization.

In order for the results in this paper to be applicable to
a large class of problems, the development of this pa-
per starts with a general problem description, which is
refined in each section. Section 2 discusses the class of
systems that is to be considered throughout the paper
and lists a number of standing assumptions. Section 3
describes the well-known affine state feedback param-
eterization and Section 4 describes the new affine dis-
turbance feedback parameterization that was proposed
in [3, 9, 11, 21, 28].

We demonstrate that in the case of the state feedback pa-
rameterization of Section 3, the set of decisions variables
is non-convex, in general. In contrast, with the distur-
bance feedback parameterization of Section 4, the set of
admissible decision variables is convex, and an admissi-
ble policy can be found for a broad class of disturbances
by solving a single and tractable convex optimization
problem.

In Section 5 we state our main result and show that
the state and disturbance feedback parameterizations
of Sections 3 and 4 are equivalent. This has important

system-theoretical consequences, which are explored in
detail in Sections 6 and 7. Section 6 is concerned with
results that guarantee robust constraint satisfaction for
all time when the proposed control policy is used in
the implementation of time-varying, receding horizon or
time-optimal control laws. Section 7 formulates a suit-
able robust finite horizon optimal control problem and
presents results that guarantee robust stability of the
closed-loop system for the case when the solution to the
optimal control problem is implemented in a receding
horizon fashion. The paper concludes in Section 8 and
suggests some topics for further research.

Notation and definitions: For matrices A and B, let
A ≤ B denote element-wise inequality. A matrix, not
necessarily square, is referred to as (strictly) lower trian-
gular if the (i, j) entry is zero for all i < j (i ≤ j). A block
partitioned matrix is referred to as (strictly) block lower
triangular if the (i, j) block is zero when i < j (i ≤ j);
note that a block lower triangular matrix is not necessar-
ily lower triangular. Given a vector x, ‖x‖2

A := xT Ax.
Z[k,l] represents the set of integers {k, k + 1, . . . , l}. A
continuous function γ : R≥0 → R≥0 is a K-function if it
is strictly increasing and γ(0) = 0; it is a K∞-function
if, in addition, γ(s) → ∞ as s → ∞. A continuous func-
tion β : R≥0 × R≥0 → R≥0 is a KL-function if for all
k ≥ 0, the function β(·, k) is a K-function and for each
s ≥ 0, β(s, ·) is decreasing with β(s, k) → 0 as k → ∞.

2 Standing Assumptions

Consider the following discrete-time LTI system:

x+ = Ax + Bu + w, (1)

where x ∈ R
n is the system state at the current time in-

stant, x+ is the state at the next time instant, u ∈ R
m

is the control input and w ∈ R
n is the disturbance.

The current and future values of the disturbance are
unknown and may change unpredictably from one time
instant to the next, but are contained in a convex and
compact (closed and bounded) set W , which contains
the origin. The actual values of the state, input and dis-
turbance at time instant k are denoted by x(k), u(k) and
w(k), respectively; where it is clear from the context, x
will be used to denote the current value of the state. It
is assumed that (A, B) is stabilizable and that at each
sample instant a measurement of the state is available.
We also assume that a linear state feedback gain matrix
K ∈ R

m×n is given, such that A+BK is strictly stable.

The system is subject to mixed constraints on the state
and input:

Z := {(x, u) ∈ R
n × R

m | Cx + Du ≤ b} , (2)

where the matrices C ∈ R
s×n, D ∈ R

s×m and the vector
b ∈ R

s. It is assumed that Z is bounded and contains the
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origin in its interior. A primary design goal is to guar-
antee that the state and input of the closed-loop system
remain in Z for all time and for all allowable disturbance
sequences. Finally, a target/terminal constraint set Xf

is given by

Xf := {x ∈ R
n | Y x ≤ z } , (3)

where the matrix Y ∈ R
r×n and the vector z ∈ R

r. It is
assumed that Xf is bounded and contains the origin in
its interior.

Remark 1 Many of the results in this paper remain valid
if the assumption that Z and Xf are polytopes is relaxed
to Z and Xf being convex; the current assumptions serve
to simplify the presentation in Section 4.

In the sequel, predictions of the system’s evolution over
a finite control/planning horizon will be used to define
a number of suitable control policies. Let the length N
of this planning horizon be a positive integer and define
stacked versions of the predicted input, state and dis-
turbance vectors u ∈ R

mN , x ∈ R
n(N+1) and w ∈ R

nN ,
respectively, as

x := [xT
0 . . . xT

N ]T ,

u := [uT
0 . . . uT

N−1]
T ,

w := [wT
0 . . . wT

N−1]
T ,

where x0 = x denotes the current measured value of the
state and xi+1 := Axi+Bui+wi, i = 0, . . . , N−1 denote
the prediction of the state after i time instants. Finally,
let the set W := W N := W × · · · × W , so that w ∈ W .

3 State Feedback Parameterization

One natural approach to controlling the system in (1),
while ensuring the satisfaction of the constraints, is to
search over the set of time-varying affine state feedback
control policies with knowledge of prior states:

ui =

i
∑

j=0

Li,jxj + gi, ∀i ∈ Z[0,N−1], (4)

where each Li,j ∈ R
m×n and gi ∈ R

m. For notational
convenience, we also define the block lower triangular
matrix L ∈ R

mN×n(N+1) and stacked vector g ∈ R
mN

as

L :=

2

6

6

6

4

L0,0 0 · · · 0

...
. . .

. . .
...

LN−1,0 · · · LN−1,N−1 0

3

7

7

7

5

, g :=

2

6

6

6

4

g0

...

gN−1,

3

7

7

7

5

, (5)

so that the input sequence can be written as u = Lx+g.
For a given initial state x, we say that the pair (L,g) is

admissible if the control policy (4) guarantees that for
all allowable disturbance sequences of length N , the con-
straints (2) are satisfied over the horizon i = 0, . . . , N−1
and that the state is in the target set (3) at the end of
the horizon. More precisely, the set of admissible (L,g)
is defined as

Πsf
N (x) :=



































(L,g)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(L,g) satisfies (5), x = x0

xi+1 = Axi + Bui + wi

ui =
∑i

j=0 Li,jxj + gi

(xi, ui) ∈ Z, xN ∈ Xf

∀i ∈ Z[0,N−1], ∀w ∈ W



































. (6)

The set of initial states x for which an admissible control
policy of the form (4) exists is defined as

Xsf
N :=

{

x ∈ R
n
∣

∣

∣
Πsf

N (x) 6= ∅
}

. (7)

It is critical to note that it may not be possible to select

a single (L,g) such that it is admissible for all x ∈ Xsf
N .

Indeed, it is easy to find examples where there exists a

pair (x, x̃) ∈ Xsf
N ×Xsf

N such that Πsf
N (x)

⋂

Πsf
N (x̃) = ∅.

For problems of non-trivial size, it is therefore necessary
to calculate an admissible pair (L,g) on-line, given a
measurement of the current state x.

Once an admissible control policy is computed for the
current state, there are many ways in which it can be
applied to the system; time-varying, time-optimal and
receding-horizon implementations are the most com-
mon, and are considered in detail in Sections 6 and 7.

Remark 2 Note that the state feedback policy (4) sub-
sumes the well-known class of “pre-stabilizing” control
policies [1,6,19,25], in which the control policy takes the
form ui = Kxi + ci, where K is computed off-line and
on-line computation is limited to finding an admissible

perturbation sequence {ci}
N−1
i=0 .

Finding an admissible pair (L,g), given the current
state x, has been believed to be a very difficult problem
due to the following property:

Proposition 3 (Non-convexity) For a given state

x ∈ Xsf
N , the set of admissible affine state feedback

control parameters Πsf
N (x) is non-convex, in general.

The truth of this statement is easily verified by consid-
ering the following example:

Example 4 Consider the SISO system x+ = x + u +
w with initial state x0 = 0, input constraint |u| ≤ 3,
bounded disturbances |w| ≤ 1 and a planning horizon of
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N = 3. Consider a control policy of the form (4) with
g = 0 and L2,1 = 0, so that u0 = 0 and

u1 = L1,1w0

u2 = [L2,2(1 + L1,1)] w0 + L2,2w1

Since the constraints on the components of w are inde-
pendent, it is easy to show that the input constraints are
satisfied for all w ∈ W if and only if

|L1,1| ≤ 3

|L2,2(1 + L1,1)| + |L2,2| ≤ 3.

It is straightforward to verify that the set of gains
(L1,1, L2,2) that satisfy these constraints is non-convex;
the pairs (−3, 1) and (−1, 3) are admissible, while the
pair (−2, 2) is not.

It is surprising to note that, though the set Πsf
N (x) may

be non-convex, the set Xsf
N is always convex. We defer

the proof of this until Section 5. Additionally, despite

the fact that Πsf
N (x) may be non-convex, we will show

that one can still find an admissible (L,g) by solving a
single tractable convex programming problem.

4 Disturbance Feedback Parameterization

An alternative to (4) is to parameterize the control policy
as an affine function of the sequence of past disturbances,
so that

ui =

i−1
∑

j=0

Mi,jwj + vi, ∀i ∈ Z[0,N−1], (8)

where each Mi,j ∈ R
m×n and vi ∈ R

m. It should be
noted that, since full state feedback is assumed, the past
disturbance sequence is easily calculated as the differ-
ence between the predicted and actual states at each
step, i.e.

wi = xi+1 − Axi − Bui, ∀i ∈ Z[0,N−1]. (9)

The above parameterization appears to have originally
been suggested some time ago within the context of
stochastic programs with recourse [9]. More recently, it
has been revisited as a means for finding solutions to
a class of robust optimization problems, called affinely
adjustable robust counterpart (AARC) problems [3,11],
and robust model predictive control problems [21, 28].

For notational convenience, we define the vector v ∈
R

mN and the strictly block lower triangular matrix M ∈

R
mN×nN such that

M :=

2

6

6

6

6

6

4

0 · · · · · · 0

M1,0 0 · · · 0
...

. . .
. . .

...

MN−1,0 · · · MN−1,N−2 0

3

7

7

7

7

7

5

, v :=

2

6

6

6

6

6

4

v0

...

...

vN−1

3

7

7

7

7

7

5

, (10)

so that the input sequence can be written as u = Mw+
v. In a manner similar to (6), we define the set of admis-
sible (M,v) as

Πdf
N (x) :=



































(M,v)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(M,v) satisfies (10), x=x0

xi+1 = Axi + Bui + wi

ui =
∑i−1

j=0 Mi,jwj + vi

(xi, ui) ∈ Z, xN ∈ Xf

∀i ∈ Z[0,N−1], ∀w ∈ W



































(11)

and the set of initial states x for which an admissible
control policy of the form (8) exists as

Xdf
N :=

{

x ∈ R
n
∣

∣

∣
Πdf

N (x) 6= ∅
}

. (12)

Before proceeding, we note that one can easily find ma-
trices F ∈ R

t×mN , G ∈ R
t×nN , H ∈ R

t×n and a vector
c ∈ R

t, where t := sN + r (for completeness, the matri-
ces and vectors are given in the Appendix), such that the

expression for Πdf
N (x) can be rewritten more compactly

as

Πdf
N (x)=







(M,v)

∣

∣

∣

∣

∣

∣

(M,v) satisfies (10)

Fv+(FM+G)w≤c+Hx

∀w ∈ W







. (13)

4.1 Convexity of Πdf
N (x)

The main advantage of the disturbance feedback param-
eterization in (8) over the state feedback parameteriza-
tion in (4) is formalized in the following statement:

Proposition 5 (Convexity) For a given state x ∈

Xdf
N , the set of admissible affine disturbance feedback

parameters Πdf
N (x) is convex and closed. Furthermore,

the set of states Xdf
N , for which at least one admissible

affine disturbance feedback policy exists, is convex.

PROOF. Consider the set

CN :=







(M,v, x)

∣

∣

∣

∣

∣

∣

(M,v) satisfies (10)

Fv + (FM + G)w ≤ c + Hx

∀w ∈ W







.
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It immediately follows that

CN =
⋂

w∈W

{

(M,v, x)

∣

∣

∣

∣

(M,v) satisfies (10)

Fv + (FM + G)w ≤ c + Hx

}

.

CN is closed and convex, since it is the intersection of
an arbitrary collection of closed and convex sets. The

set Xdf
N is convex since it is a projection of CN onto a

suitably-defined subspace. Since the set Πdf
N (x) in (13)

can similarly be written as an intersection of closed and
convex sets, it is also closed and convex. 2

The above result is of fundamental importance. If W is
convex and compact, then it is conceptually possible to

compute a pair (M,v) ∈ Πdf
N (x) in a computationally

tractable way, given the current state x.

Remark 6 Note that the proof of Proposition 5 does not
require W to be convex. However, the set W can, with-
out loss of generality or increased conservativeness, be
replaced by its convex hull; see [8, Ex. 7.1.2].

4.2 Computation of Admissible Policies

It is well-known that one can eliminate the universal
quantifier in (13) to obtain the equivalent expression

Πdf
N (x)=

{

(M,v)

∣

∣

∣

∣

∣

(M,v) satisfies (10)

Fv+max
w∈W

(FM+G)w≤c+Hx

}

, (14)

where maxw∈W(FM+G)w denotes row-wise maximiza-
tion. When W is convex, computing an admissible pol-
icy is easily done by formulating the dual of each max-
imization problem maxw∈W(FM + G)iw, i = 1, . . . , t,
introducing some slack variables and solving a single,
suitably-defined convex programming problem, where
(FM + G)i represent the ith row of (FM + G). We
provide two examples for commonly encountered distur-
bance sets:

Example 7 (Polytopic Disturbance Sets [3,11])
Suppose that W is a polytope (closed and bounded polyhe-
dron). In this case the disturbance set may be written as

W =
{

w ∈ R
nN | Sw ≤ h

}

where S ∈ R
a×n and h ∈ R

a. Note that this includes
cases where the disturbance set is time-varying, and that
both 1- and ∞-norm disturbance sets W can be charac-
terized in this manner.

In this case, each row of maxw∈W(FM+G)w is actually
an LP, and exploitation of its dual leads to a constraint

of the form

max
w∈W

(FM + G)iw = min
zi

hT zi,

s.t. ST zi = (FM + G)T
i , zi ≥ 0

where the vector zi ∈ R
a represents the dual variables as-

sociated with the ith row of the maximization in (14). By
combining these into a matrix Z := [ z1 ... zN ] ∈ R

a×t,

one can rewrite Πdf
N (x) in terms of purely affine con-

straints:

Πdf
N (x)=











(M,v)

∣

∣

∣

∣

∣

∣

∣

(M,v) satisfies (10), ∃Z s.t.

Fv + ZT h ≤ c + Hx

FM+ G= ZT S, Z ≥ 0











(15)

where all inequalities are element-wise. An admissible
pair (M,v) can then be found by solving a single LP in a
polynomial number of decision variables and constraints.
Note that standard Kronecker product identities can be
used to convert the matrix products in (15) to a vectorized
form compatible with standard LP formulations.

Example 8 (Norm-Bounded Disturbance Sets)
Suppose that W represents the affine map of a set of
norm-bounded signals:

W = {w | w = Ed + f, ‖d‖p ≤ 1} ,

where E ∈ R
nN×l and f ∈ R

nN . From the well-known
properties of the dual norm, it immediately follows that

max
w∈W

aT w = ‖ET a‖q + aT f,

for any vector a ∈ R
nN , where 1/p + 1/q = 1. In par-

ticular, if W is the linear map of a 2-norm ball, then the
disturbance set (with f = 0, p = q = 2) can be written as
W = {Ed | ‖d‖2 ≤ 1}. The row-wise maximization in
(14) can then be simplified to

Πdf
N (x)=







(M,v)

∣

∣

∣

∣

∣

∣

(M,v) satisfies (10)

Fiv+‖(FM+G)iE‖2≤ci+Hix

∀i ∈ Z[1,t]







,

where Fi, ci, and Hi represent the ith rows of the re-
spective matrices. An admissible pair (M,v) can then
be found by solving a single second-order cone program
(SOCP) in a polynomial number of variables and con-
straints [20]. A similar process leads, in the case of 1- or
∞-norm bounded disturbances, to a tractable LP. Alter-
natively, these may be handled as special cases of Exam-
ple 7.
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5 Equivalence between State and Disturbance
Feedback Parameterizations

One important question is whether the disturbance feed-
back parameterization (8) is more or less conservative
than the state feedback parameterization (4). We next
show that they are actually equivalent:

Theorem 9 (Equivalence) The set of admissible

states Xdf
N = Xsf

N . Additionally, given any x ∈ Xsf
N ,

for any admissible (L,g) an admissible (M,v) can be
found that yields the same state and input sequence for
all allowable disturbance sequences, and vice-versa.

PROOF. Xsf
N ⊆ Xdf

N : By definition, for a given x ∈

Xsf
N , there exists a pair (L,g) that satisfies the con-

straints in (6). For a given disturbance sequence w ∈ W ,
the inputs and states of the system can be written as :

u = Lx + g, x = (I −BL)−1(Bg + Ew + Ax)

where the matrices A, B, and E (for completeness, these
are given in the Appendix) are defined so that one can
write x = Ax + Bu + Ew. The matrix I − BL is
always non-singular, since BL is strictly lower trian-
gular. The control sequence can then be rewritten as
u = L(I − BL)−1(Bg + Ax) + L(I − BL)−1Ew + g,
and an admissible (M,v) constructed by choosing

M = L(I −BL)−1E (16a)

v = L(I −BL)−1(Bg + Ax) + g. (16b)

It is easy to verify that this (M,v) satisfies (11), and
gives exactly the same input sequence as the pair (L,g).

Therefore, (M,v) ∈ Πdf
N (x), thus x ∈ Xsf

N ⇒ x ∈ Xdf
N .

Xdf
N ⊆ Xsf

N : By definition, for a given x ∈ Xdf
N , there

exists a pair (M,v) that satisfies the constraints in (11).
For a given disturbance sequence w ∈ W , the inputs and
states of the system can be written as:

u = Mw + v, x = B(Mw + v) + Ew + Ax

Recall that since full state feedback is assumed, one can
construct matrices E† and I such that the disturbances
can be recoveredusing w = E†x−IAx+E†Bu. It is easy
to verify that the matrices E† and IT are left inverses of
E and A respectively, so that E†E = I and IT A = I .
The input sequence can then be rewritten as u = (I −
ME†B)−1(ME†x−MIAx+v). The matrix I−ME†B
is non-singular because the product ME†B = M(I⊗B)
is strictly lower triangular. An admissible (L,g) can then
be constructed by choosing

L = (I −ME†B)−1ME† (17a)

g = (I −ME†B)−1(v −MIAx). (17b)

It is easy to verify that this (L,g) satisfies (6), and gives
exactly the same input sequence as the pair (M,v).

Therefore, (L,g) ∈ Πsf
N (x), thus x ∈ Xdf

N ⇒ x ∈ Xsf
N .

2

This leads to the following surprising result:

Corollary 10 (Convexity of Xsf
N ) The set of states

Xsf
N , for which an admissible affine state feedback policy

of the form (4) exists, is a convex set.

6 Geometric and Invariance Properties

It is well-known that the set of states for which an ad-
missible open loop input sequence exists (i.e. a feedback
policy with L = 0 or M = 0) may collapse to the empty
set if the horizon is sufficiently large [26, Sect. F]. Fur-
thermore, for time-varying, receding-horizon or time-
optimal control implementations, it may not be possible
to guarantee constraint satisfaction for all time unless
additional assumptions are made. In this section, we
provide conditions under which these problems will not
occur. We first introduce the following standard as-
sumption (cf. [24]):

A1 (Terminal constraint) The state feedback gain
matrix K and terminal constraint Xf have been chosen
such that:

• Xf is contained inside the set of states for which the
constraints (2) are satisfied under the control u = Kx,
i.e. Xf ⊆ {x | (x, Kx) ∈ Z } = {x | (C + DK)x ≤ b}.

• Xf is robust positively invariant for the closed-loop
system x+ = (A+BK)x+w, i.e. (A+BK)x+w ∈ Xf ,
for all x ∈ Xf and all w ∈ W .

Under some additional, mild technical assumptions, one
can compute a K and a polytopic Xf that satisfies A1
if W is a polytope, an ellipsoid or the affine map of a
p-norm ball. The reader is referred to [5, 17, 19] and the
references therein for details.

6.1 Monotonicity of Xsf
N and Xdf

N

We are now in a position to give a sufficient condition

under which one can guarantee that Xsf
N (equivalently,

Xdf
N ) is non-empty and the size of Xsf

N is non-decreasing
(with respect to set inclusion) with horizon length N :

Proposition 11 (Size of Xsf
N and Xsf

N ) If A1 holds,
then the following set inclusions hold:

Xf ⊆ Xsf
1 ⊆ · · · ⊆ Xsf

N−1 ⊆ Xsf
N ⊆ Xsf

N+1 ⊆ · · ·

Xf ⊆ Xdf
1 ⊆ · · · ⊆ Xdf

N−1 ⊆ Xdf
N ⊆ Xdf

N+1 ⊆ · · ·

6



PROOF. The proof of the first relation is by induction.

Let x ∈ Xsf
N and (L,g) ∈ Πsf

N (x). One can construct

a pair (L̄, ḡ) ∈ Xsf
N+1, where L̄ := [ L 0 0

0 K 0 ] and ḡ :=

[gT 0]T , such that the final stage input will be uN =

KxN . From the definition of Πsf
N (x), it follows that xN ∈

Xf . If A1 holds, then (xN , uN ) ∈ Z and xN+1 = AxN +
BuN + wN ∈ Xf for all wN ∈ W . It then follows from

the definition of Πsf
N+1(x) that (L̄, ḡ) ∈ Πsf

N+1(x), hence

x ∈ Xsf
N+1. The proof is completed by verifying, in a

similar manner, that Xf ⊆ Xsf
1 ⊆ Xsf

2 . The second
relation then follows from Theorem 9. 2

6.2 Time-varying Control Laws

We first consider what happens if one were to implement
an admissible affine disturbance feedback policy in a

time-varying fashion. Given any (M,v) ∈ Πdf
N (x(0)), we

consider the following time-varying affine disturbance
feedback policy:

u(k) =

{

vk +
∑k−1

j=0 Mi,jw(j) if k ∈ Z[0,N−1]

Kx(k) if k ∈ Z[N,∞)

(18)

Recall that the realized disturbance sequence w(·) can be
recovered using the relation (9). Theorem 9 implies that
we could also have defined an equivalent, time-varying
affine state feedback policy, but we choose to work with
disturbance feedback policies due to the convenience of
computation resulting from Proposition 5 and Exam-
ples 7 and 8. The next result follows immediately:

Proposition 12 (Time-varying control) Let A1

hold, the initial state x(0) ∈ Xdf
N and (M,v) ∈

Πdf
N (x(0)). For all allowable infinite disturbance se-

quences, the state of system (1), in closed-loop with the
feedback policy (18), enters Xf in N steps or less and is
in Xf for all k ∈ Z[N,∞). Furthermore, the constraints
in (2) are satisfied for all time and for all allowable
infinite disturbance sequences.

6.3 Receding Horizon Control Laws

We next consider what happens when the disturbance
feedback parameterization (8) is used to design a reced-
ing horizon control (RHC) law. In RHC, an admissible
feedback policy is computed at each time instant, but
only the first component of the policy is applied.

Consider the set-valued map κN : Xsf
N → 2R

m

(2R
m

is
the set of all subsets of R

m), which is defined by consid-
ering only the first portion of an admissible state feed-
back parameter (L,g), i.e.

κN (x) :=
{

u
∣

∣

∣
∃(L,g)∈Πsf

N (x) s.t. u=L0,0x+g0

}

. (19)

An admissible RHC law µN : Xsf
N → R

m is defined as
any selection from the set-valued map κN (·), i.e. µN (·)

has to satisfy µN (x) ∈ κN (x) for all x ∈ Xsf
N . The

resulting closed-loop system is then given by

x+ = Ax + BµN (x) + w. (20)

Note that the RHC law µN (·) is time-invariant and is, in
general, a nonlinear function of the current state. Due to

the non-convexity of Πsf
N (x), computing an admissible

(L,g) in (19) at each time instant is problematic. How-
ever, by a straightforward application of Theorem 9, it
follows that

κN(x) =
{

u
∣

∣

∣
∃(M,v) ∈ Πdf

N (x) s.t. u = v0

}

.

Hence, computation of a µN (x) ∈ κN (x) is possible using
convex programming methods.

The following result is easily proven using standard
methods in RHC [24], by employing the state feedback
parameterization (4):

Proposition 13 (RHC) If A1 holds, then the set Xsf
N

is robust positively invariant for the closed-loop sys-

tem (20), i.e. if x ∈ Xsf
N , then Ax + BµN (x) +w ∈ Xsf

N

for all w ∈ W . Furthermore, the constraints (2) are
satisfied for all time and for all allowable disturbance

sequences if and only if the initial state x(0) ∈ Xsf
N .

6.4 Minimum-time Control Laws

We conclude this section by deriving some results for
robust minimum-time control laws. Given a maximum
horizon length Nmax and the set N := {1, . . . , Nmax}, let

N∗(x) := min
N

{

N ∈ N
∣

∣

∣
Πsf

N (x) 6= ∅
}

be the minimum horizon length for which an admissible
affine state feedback policy of the form (4) exists. Con-
sider also the set-valued map κ : X → 2R

m

, defined as

κ(x) :=

{

κN∗(x)(x) if x /∈ Xf

Kx if x ∈ Xf

where κN∗(x)(x) is defined as in (19) with N = N∗(x),
and

X := Xf ∪

(

∪
N∈N

Xsf
N

)

.

Let the time-invariant robust time-optimal control law
µ : X → R

m be any selection from κ(·), i.e. µ(x) ∈ κ(x),
for all x ∈ X . Note that κ(·) is defined everywhere on
X and that the state of the closed-loop system x+ =
Ax + Bµ(x) + w will enter Xf in less than Nmax steps
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if this is possible, even if A1 does not hold. Proof of the
following result is straightforward and closely parallels
that of Propositions 11 and 13.

Proposition 14 (Minimum-time control) If A1

holds, then X = Xsf
Nmax

and X is robust positively invari-
ant for the closed-loop system x+ = Ax+Bµ(x)+w, i.e.
if x ∈ X , then x+ ∈ X for all w ∈ W . The state of the
closed-loop system enters Xf in Nmax steps or less and,
once inside, remains inside for all time and all allowable
disturbance sequences. Furthermore, the constraints (2)
are satisfied for all time and for all allowable disturbance
sequences if and only if the initial state x(0) ∈ X .

7 Uniqueness, Continuity and Stability of a
Class of Receding Horizon Control Laws

We next consider the important problem of how to syn-
thesize an RHC law such that the closed-loop system is
robustly stable. We choose to minimize the value of a
cost function that is quadratic in the disturbance-free
states and control inputs and demonstrate that this al-
lows for the synthesis of a continuous RHC law, which
guarantees that the closed-loop system is input-to-state
stable (ISS). As in Section 6, we rely heavily on Theo-
rem 9 in order to derive these results, moving freely be-
tween the two parameterizations and using whichever is
most natural in each context.

7.1 Cost Function

We define an optimal policy to be one that minimizes
the value of a cost function that is quadratic in the
disturbance-free state and input sequences. We thus de-
fine:

VN (x,L,g,w) :=

N−1
∑

i=0

1

2

(

‖x̃i‖
2
Q+‖ũi‖

2
R

)

+
1

2
‖x̃N‖2

P (21)

where x̃0 = x, x̃i+1 = Ax̃i + Bũi + wi and ũi =
∑i

j=0 Li,j x̃j + gi for i = 0, . . . , N − 1, and P , Q and R
are positive definite; and define an optimal policy pair as

(L∗(x),g∗(x)) := argmin
(L,g)∈Πsf

N
(x)

VN (x,L,g, 0). (22)

The time-invariant receding horizon control law µN :

Xsf
N → R

m is defined by the first part of the optimal
affine state feedback control policy, i.e.

µN (x) := L∗
0,0(x)x + g∗0(x) (23)

which is nonlinear, in general. The closed-loop system
becomes

x+ = Ax + BµN (x) + w. (24)

We also define the value function V ∗
N : Xsf

N → R≥0 to be

V ∗
N (x) := min

(L,g)∈Πsf

N
(x)

VN (x,L,g, 0). (25)

7.2 Exploiting Equivalence to Compute the RHC Law

For the equivalent affine disturbance feedback parame-
terization (8), we define a cost function JN (·) analogous
to the one defined in (21), i.e.

JN (x,M,v,w) :=
1

2

N−1
∑

i=0

(‖x̄i‖
2
Q + ‖ūi‖

2
R) +

1

2
‖x̄N‖2

P

where x̄0 = x, x̄i+1 = Ax̄i + Būi + wi and ūi =
∑i−1

j=0 Mi,jwj + vi for i = 0, . . . , N − 1. If we define

(M∗(x),v∗(x)) := argmin
(M,v)∈Πdf

N
(x)

JN (x,M,v, 0) (26)

then the proof of the following result follows by a
straightforward application of Theorem 9.

Proposition 15 (Computation of RHC law) The
RHC law µN (·), defined in (23), is given by the first part
of the optimal control sequence v∗(·), i.e.

µN (x) = v∗0(x) = L∗
0,0(x)x + g∗0(x), ∀x ∈ Xsf

N .

The minimum value of JN (x, ·, ·, 0) taken over the set
of admissible affine disturbance feedback parameters is
equal to V ∗

N (x), defined in (25), i.e.

V ∗
N (x) = min

(M,v)∈Πdf

N
(x)

JN (x,M,v, 0).

Remark 16 (L∗(x),g∗(x)) in (22) is found by let-
ting (M,v) = (M∗(x),v∗(x)) in (17). This is important
because it allows one to efficiently compute the value
of the RHC law u = µN (x) via the minimization of
a convex function over a convex set. In particular, we
note that if W is a polytope as in Example 7, then (26)
can be written as a convex quadratic program (QP) in
a tractable number of variables and constraints. If W is
an ellipsoid or the affine map of a Euclidean ball as in
Example 8, then the optimization problem in (26) can be
converted to a tractable SOCP [20].

7.3 Continuity of the RHC Law and Value Function

Proposition 17 (Continuity of µN and V ∗
N) If W is

a polytope, then the receding horizon control law µN (·)

in (23) is unique and Lipschitz continuous on Xsf
N . Fur-

thermore, the value function V ∗
N (·) in (25) is strictly con-

vex and Lipschitz continuous on Xsf
N .
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PROOF. Note that JN (x,M,v, 0) = JN (x, 0,v, 0) for
all M. Hence, if we define the set

VN (x) :=
{

v
∣

∣

∣
∃M s.t. (M,v) ∈ Πdf

N (x)
}

,

then, from (26) and Proposition 15 respectively,

v∗(x) = argmin
v∈VN (x)

JN (x, 0,v, 0) (27)

V ∗
N (x) = min

v∈VN (x)
JN (x, 0,v, 0). (28)

If W is a polytope, then VN (x) is polyhedral since it is
the projection of the polyhedron (15) onto a subspace.
It is also easy to verify that (x,v) 7→ JN (x, 0,v, 0) is
a strictly convex quadratic function, and thus that (28)
is a strictly convex QP. By applying the results in [2],
it follows that v∗(·) and hence µN (·) are continuous,

piecewise affine functions on Xsf
N , and that V ∗

N (·) is a

strictly convex, piecewise quadratic function on Xsf
N .

Lipschitz continuity follows from the assumption that Z

is compact, hence Xsf
N is also compact. 2

Finally, we present the following result, which is useful
in proving stability in the next section:

Lemma 18 (Value at the origin) If A1 holds, then
V ∗

N (0) = 0 and µN (0) = 0.

PROOF. Proposition 11 implies that the origin is in

the interior of Xsf
N . If x ∈ Xf , then (L,g) ∈ Πsf

N (x)
if g = 0, Li,i = K for i = 0, . . . , N − 1 and Li,j = 0
for all i 6= j. Hence, V ∗

N (0) ≤ VN (0,L, 0, 0) = 0. Since

V ∗
N (x) ≥ 0 ∀x ∈ Xsf

N , V ∗
N (0) = 0, thus µN (0) = 0. 2

7.4 Input-to-State Stability (ISS) for RHC

Since the disturbance is non-zero, it is not possible to
guarantee that the origin is asymptotically stable, as
in conventional RHC without disturbances [24]. As an
alternative, we use the notion of input-to-state stability
(ISS) [13, 15], which has proven to be effective in the
study of RHC laws with input constraints only [16] and
in the analysis and synthesis of RHC laws with robust
constraint satisfaction guarantees [23].

Consider a nonlinear, time-invariant, discrete-time sys-
tem of the form

x+ = f(x, w), (29)

where x ∈ R
n is the state and w ∈ R

l is a disturbance
that takes on values in a compact set W ⊂ R

l containing
the origin. It is assumed that the state is measured at
each time instant, that f : R

n × R
l → R

n is continuous
and that f(0, 0) = 0. Given the state x at time 0, a
disturbance sequence w(·), where w(k) ∈ W for all k ∈

Z[0,∞), let the solution to (29) at time k be denoted by
φ(k, x, w(·)). For systems of this type, a useful definition
of stability is input-to-state stability:

Definition 19 (ISS) For system (29), the origin is
input-to-state stable (ISS) with region of attraction
X ⊆ R

n, which contains the origin in its interior, if there
exist a KL-function β(·) and a K-function γ(·) such that
for all initial states x ∈ X and disturbance sequences
w(·), where w(k) ∈ W for all k ∈ Z[0,∞), the solution of
the system satisfies φ(k, x, w(·)) ∈ X and for all k ∈ N,

‖φ(k, x, w(·))‖ ≤ β(‖x‖, k)+

γ
(

sup
{

‖w(τ)‖
∣

∣ τ ∈ Z[0,k−1]

})

Note that input-to-state stability implies that the ori-
gin is an asymptotically stable point for the undis-
turbed system x+ = f(x, 0) with region of attraction
X , and also that all state trajectories are bounded for
all bounded disturbance sequences. Furthermore, every
trajectory φ(x, k, w(·)) → 0 if w(k) → 0 as k → ∞.

In order to be self-contained, we recall the following use-
ful result from [13, Lem 3.5]:

Lemma 20 (ISS-Lyapunov function) For the sys-
tem (29), the origin is ISS with region of attraction
X ⊆ R

n if the following conditions are satisfied:

• X contains the origin in its interior and Xf is robust
positively invariant for (29), i.e. f(x, w) ∈ X for all
x ∈ X and all w ∈ W .

• There exist K∞ functions α1(·), α2(·) and α3(·), a K-
function σ(·), and a continuous function V : X → R≥0

such that for all x ∈ X ,

α1(‖x‖) ≤ V (x) ≤α2(‖x‖)

V (f(x, w)) − V (x) ≤− α3(‖x‖) + σ(‖w‖)

Remark 21 A function V (·) that satisfies the condi-
tions in Lemma 20 is called an ISS-Lyapunov function.

The above result leads immediately to the following:

Lemma 22 [Lipschitz Lyapunov function for
undisturbed system] Let X ⊆ R

n contain the ori-
gin in its interior and be a robust positively invariant
set for (29). Furthermore, let there exist K∞-functions
α1(·), α2(·) and α3(·) and a function V : X → R≥0 that
is Lipschitz continuous on X such that for all x ∈ X ,

α1(‖x‖) ≤ V (x) ≤α2(‖x‖) (30a)

V (f(x, 0)) − V (x) ≤− α3(‖x‖) (30b)

The function V (·) is an ISS-Lyapunov function and the
origin is ISS for the system (29) with region of attraction
X if either of the following conditions are satisfied:
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(i) f : X × W → R
n is Lipschitz continuous on X × W .

(ii) f(x, w) := g(x) + w, where g : X → R
n is continuous

on X .

PROOF. Let LV be the Lipschitz constant of V (·).
(i) Since ‖V (f(x, w)) − V (f(x, 0))‖ ≤ LV ‖f(x, w) −
f(x, 0)‖ ≤ LV Lf‖w‖, where Lf is the Lipschitz constant
of f(·), it follows that V (f(x, w))−V (x) = V (f(x, 0))−
V (x)+V (f(x, w))−V (f(x, 0)) ≤ −α3(‖x‖)+LV Lf‖w‖.
The proof is completed by letting σ(s) := LV Lfs in
Lemma 20.
(ii) Note that ‖V (f(x, w))−V (f(x, 0))‖ ≤ LV ‖w‖. The
proof is completed as for (i), but by letting σ(s) := LV s
in Lemma 20. 2

Finally, we add the following assumption, which allows
V ∗

N (·) in (25) to be used as an ISS-Lyapunov function:

A2 (Terminal cost) The terminal cost F (x) := xT Px
is a Lyapunov function in the terminal set Xf for the
undisturbed closed loop system x+ = (A+BK)x in the
sense that, for all x ∈ Xf ,

F ((A + BK)x) − F (x) ≤ −xT (Q + KT RK)x.

Theorem 23 (ISS for RHC) Let W be a polytope and
the RHC law µN (·) be defined as in (23). If A1 and A2

hold, then the origin is ISS for the closed-loop system (24)

with region of attraction Xsf
N . Furthermore, the input and

state constraints (2) are satisfied for all time and for all
allowable disturbance sequences if and only if the initial

state x(0) ∈ Xsf
N .

PROOF. For the system of interest, we of course let
f(x, w) := Ax + BµN (x) + w. Lemma 18 implies that
f(0, 0) = 0 and Proposition 17 implies that f(·) is con-

tinuous on Xsf
N .

Combining Proposition 17 with Lemma 18, it follows
that V ∗

N (·) is a continuous, positive definite function.
Hence, there exist K∞-functions α1(·) and α2(·) such
that (30a) holds with V (·) := V ∗

N (·) [15, Lem. 4.3].

Using standard techniques [24], it is easy to show that
V (·) := V ∗

N (·) is a Lyapunov function for the undisturbed
system x+ = Ax+BµN (x). More precisely, the methods
in [24] can be employed to show that (30b) holds with
α3(z) := (1/2)λmin(Q)z2.

It follows from Proposition 13 that Xsf
N is robust posi-

tively invariant for system (24). Proposition 11 implies

that the origin is in the interior of Xsf
N . Finally, recall

from Proposition 17 that µN (·) and V ∗
N (·) are Lipschitz

continuous on Xsf
N . By combining all of the above, it

follows from Lemma 22 that V ∗
N (·) is an ISS-Lyapunov

function for system (24).

Remark 24 Given the same assumptions as in Theo-
rem 23, it can be shown [24] that the origin is an ex-
ponentially stable equilibrium for the undisturbed system

x+ = Ax + BµN (x) with region of attraction Xsf
N .

8 Conclusions

We have shown that the state feedback parameteriza-
tion of Section 3 is equivalent to the disturbance feed-
back parameterization of Section 4. This has the impor-
tant consequence that, under suitable assumptions on
the disturbance and cost function in a given finite hori-
zon optimal control problem, an admissible and optimal
state feedback control policy can be found by solving
a tractable and convex optimization problem. This is a
surprising result, since the set of admissible affine state
feedback parameters is non-convex, in general.

In addition, if the optimal control problem involves the
minimization of a quadratic cost and the solution is to
be implemented in a receding horizon fashion, then one
can choose the terminal cost and terminal constraint
to guarantee that the closed-loop system is input-to-
state stable and that the state and input constraints are
satisfied for all time and for all disturbance sequences.

A number of open research issues remain. For example,
we have shown that the proposed disturbance feedback
parameterization is equivalent to affine state-feedback
with knowledge of prior states. It would be interesting
to see if it is possible to derive an equivalent convex re-
parameterization in the case where the control at each
stage is an affine function of the current state only.

This paper only considered the regulation problem with
state feedback. In order to be practically useful, the re-
sults need to be extended to handle the cases of output
feedback, setpoint tracking and offset-free control.

It may be possible to extend the continuity and stabil-
ity results in Proposition 17 and Theorem 23 to cover
a broader class of disturbances, such as ellipsoidal or 2-
norm bounded disturbances, or to cover more general
convex constraints on the states and inputs. However,
the arguments used for doing so are likely to differ sub-
stantially from those given here.

The result on computational tractability may be ex-
tended to exploit any additional structure in the opti-
mal control problem for specific classes of disturbances
and cost functions. Some results along these lines are al-
ready available for problems with ∞-norm bounded dis-
turbances [10] and the minimization of the finite-horizon
`2 gain of a system [14].
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Appendix

Define A ∈ R
n(N+1)×n and E ∈ R

n(N+1)×nN as

A :=







In

A
A2

...
AN






, E :=







0 0 ··· 0
In 0 ··· 0
A In ··· 0

...
...

. . .
...

AN−1 AN−2 ··· In






.

The matrices B ∈ R
n(N+1)×mN , C ∈ R

t×n(N+1)

and D ∈ R
t×mN are defined as B := E(IN ⊗ B),

C :=
[

IN⊗C 0
0 Y

]

, and D :=
[

IN⊗D
0

]

. It is easy to ver-
ify that (11) is equivalent to (13) with F := CB + D,
G := CE, H := −CA, and c := [ 1N⊗b

z ].
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