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Abstract

In many applications, the control objectives and constraints
can be assigned a hierarchy of levels of priority. Often a dis-
turbance or a fault occurs, resulting in some constraints or
objectives being violated. Inadequate handling of this situ-
ation might result in component or even system-wide fail-
ures. This paper presents several methods for handling a
large class of multi-objective formulations and prioritisations
for model predictive control of hybrid systems, using the new
mixed logic dynamical (MLD) framework. A new method,
which does not require logic variables for prioritising soft
constraints, is also presented.

Keywords: hierarchical control, feasibility, mixed logic dy-
namical (MLD) systems, predictive control, fault handling

1 Introduction

In many applications, the control objectives and/or con-
straints can be described according to a hierarchy and as-
signed different levels of priority. Sometimes a disturbance
or a fault occurs, resulting in some constraints being vi-
olated. Inadequate handling of this situation might result
in component or even system-wide failure. A systematic
method for describing control objectives and for handling
the constraint violations is a crucial part in the design of a
complete control system.

Model predictive control(MPC) is arguably the most popu-
lar advanced control technique in the process industry, due
to the intuitive control problem formulation and ease with
which safety constraints, performance constraints and eco-
nomic objectives can be incorporated in the controller design
and synthesis. Some commercial MPC products already in-
corporate various degrees of multi-objective formulation and
constraint handling [1]. Multiple objectives are usually im-
plemented by solving a sequence of optimisation problems;
the optimal steady-state input and output targets are calcu-
lated, followed by the dynamic optimisation. Constraint han-

dling in the event of infeasibility is achieved using soft con-
straints or by dropping low priority constraints until the prob-
lem becomes feasible. The problem with the soft constraint
approach is that constraint prioritisation is not guaranteed.
The dropping of low priority constraints can be far from op-
timal, since the constraint violations aren’t minimised.

In practical applications one can distinguish betweenhard
constraintssuch as physical or safety limitations, which can-
not be relaxed, andsoft constraintssuch as performance con-
straints on the plant states, which can be relaxed if necessary.
Often in practice plants are driven towards their set-point by
defining zones or funnels within which the controlled vari-
ables should lie [1]. These zones and funnels can be specified
using hard or soft constraints. Hard constraints can give rise
to infeasible problems, while well-designed soft constrained
problems can be made to be feasible for all time.

One way of introducing soft constraints is via the use of ex-
act penalty functions [2]. In [3] a soft constraint method is
presented which minimises the duration and then the size of
the violation. However, priorities are not taken into account.

In [4] an algorithm is presented which minimises the priori-
tised constraint violations via the solution of a sequence of
QPs or LPs. It is shown in [5] how the same sequence of LPs
can be reduced to solving a single LP, thereby reducing the
computational load. These methods typically solve for the
so-calledlexicographic minimumof the violated constraints;
constraint violations at lower priority levels cannot be de-
creased without increasing higher prioritised constraint vio-
lations. However, this method does not necessarily result in
the maximum number of satisfied lower-priority constraints.

A method for prioritising soft constraints using propositional
logic was first described in [6]. These ideas were extended in
[7] using the newmixed logic dynamical(MLD) framework.
This method is not only applicable to LTI systems, but also
to hybrid systems that can be cast into MLD form.

Section 2 of this paper starts by introducing MLD systems.
Section 3 extends the constraint prioritisation method pre-



sented in [7, Sect. 5.1] to handle a larger class of multi-
objective formulations and prioritisations. A method, which
does not require logic variables for prioritising soft con-
straints, is also presented. The main contribution of this
paper is a general framework for multi-objective and recon-
figurable control which is presented in Section 4. A brief,
illustrative example is given in Section 5. Finally, some con-
clusions are drawn in Section 6.

2 Mixed Logic Dynamical Systems

A system is said to behybrid if it consists ofcontinuous
components interacting withlogical/discretecomponents. A
very large class of practical applications fall into this class,
which is why a lot of research effort has recently been dedi-
cated to obtaining methods for the modelling and control of
hybrid systems.

The MLD modelling framework, introduced in [7], allows
one to represent systems which can be described by inter-
dependent physical laws, logical rules and operating con-
straints. It allows a large class of systems to be described
such as constrained linear systems, finite state machines, sys-
tems with discrete states and/or inputs and nonlinear systems
which can be approximated by piecewise affine functions.
For further details on propositional logic and MLD systems,
the reader is referred to [7].

The general MLD form is given by:

x(k+ 1) = Ax(k) + B1u(k) + B2δ(k) + B3z(k) (1a)

y(k) = Cx(k) + D1u(k) + D2δ(k) + D3z(k) (1b)

E2δ(k) + E3z(k) ≤ E1u(k) + E4x(k) + E5 (1c)

wherex∈Rnc×{0,1}nl are the continuous and binary states,
u∈Rmc×{0,1}ml are the inputs,y∈Rpc×{0,1}pl the out-
puts,δ∈ {0,1}rl andz∈Rrc represent binary and continuous
auxiliary variables. The latter are introduced when proposi-
tional logic statements are transformed into linear inequal-
ities. All the constraints on the state, input,δ and z are
contained in (1c). The description in (1) only appears to be
linear; the variablesδ are constrained to be binary. MLD
systems can be controlled by formulating an MPC prob-
lem and solving it using a mixed-integer quadratic program
(MIQP), for which efficient solvers have recently become
available [8].

3 Soft Constraint Prioritisation

This section presents a method which can be applied to MLD
(and hence also LTI) systems to describe the prioritisation of
soft constraints in MPC. The resulting problem can then be
solved using a single MIQP.

3.1 Initial Formulation
Constrained MPC usually results in the formulation of a
quadratic programming problem. Consider the following op-
timisation problem:

min
θ∈Θ

θ′Hθ + f ′θ (2)

where the setΘ = {θ : Aθ≤ b} is a polytope (i.e. a bounded
polyhedron);H, f ,A,b andθ are defined by the MPC prob-
lem. One way of softening the constraints is by modifying
(2) and solving the following MIQP:

min
θ,ε,δ

θ′Hθ + f ′θ + ε′Sε + ρM′pδ (3a)

subject to

Aθ≤ b+Cε (3b)

0≤ ε≤Mε (3c)

whereε ∈ Rs is a vector of slack variables, representing the
constraint violations;C is a matrix of appropriate dimension
whose rows are 0 ore′k according to whether thek’th con-
straint is hard or soft;S� 0 is a weighting matrix which
decides the trade-off between cost and constraint violation;
the upper bounds on the slack variablesMε are necessary in
order that the scalarρ, which is defined as

ρ>max
θ,ε,δ

θ′Hθ + f ′θ + ε′Sε (4)

subject to (3b) and (3c), be finite. The vectorδ ∈ {0,1}r is
defined by introducing logic variablesδi , i = 1. . . r, and asso-
ciating them with constraint violations atr levels of priority
using the propositional logic statements:

[δ1 = 0]→ [ε11 + . . .+ ε1c1
= 0]

[δ2 = 0]→ [ε21 + . . .+ ε2c2
= 0]

...
...

[δr = 0]→ [εr1 + . . .+ εrcr
= 0]

(5)

whereεi j represents the constraint violation of thej ’th con-
straint on thei’th priority level. If [δi = 0] is true, then the
i’th set of constraints will be satisfied. These logic state-
ments are converted to linear inequalities [7] and added to
the constraints of the MIQP1.

The key to this approach is that the vectorMp is chosen such
that the highest priority is assigned toδ1 and the lowest to
δr . A good choice is

Mp,
[
2r−1 2r−2 . . . 20

]′
. (6)

1Note that (5) requires fewer auxiliary variables and inequalities than the
definition given in [7, Sect. 5.1], since the equalities onεi j in the latter are
also captured by the equalities in (5). Furthermore, the above statements
with→ require fewer inequalities than those with↔.



This choice ofMp ensures that the satisfaction of higher pri-
oritised constraints always results in a greater reduction in
cost than the satisfaction of any combination of lower priori-
tised constraints, e.g. if it is possible to chooseδ = [0 1 0]′ in
the solution of the MIQP, this will result in a lower optimal
cost than choosingδ = [1 0 0]′.

Sinceρ forms an upper bound on the performance and vio-
lation cost, it can be seen that the objective function in (3)
can always be decreased by increasing the number of satis-
fied priority levels. The performance and violation cost is
minimised afterM′pδ has been minimised.

3.2 An Extension to the Basic Formulation
If a constraint on a given priority level cannot be satisfied, (5)
and (6) will not guarantee the satisfaction of all the other
constraints on the same priority level. In order to ensure
that some of the constraints on the violated priority levels be
satisfied, if possible, the terms′1ε with s1 > 0 large enough
needs to be added to (3a). This results in additionally pe-
nalising the weightedl1-norm of the violations [2, 3]. It is
not yet clear how to design the weights ins1 in the mixed-
objective MIQP to guarantee the satisfaction of the maxi-
mum number of constraints on a given violated priority level.

A systematic way of guaranteeing the satisfaction of the
maximum number of constraints is discussed below by gen-
eralising the definition ofδ andMp. Firstly, associate each
of the ci slack variablesεi j on priority level i with a logic
variable

[δi j = 0]→ [εi j = 0], i = 1. . . r, j = 1. . .ci . (7)

The vectorδ is then defined as

δ, [δ11 . . . δi(ci−1) δici
δ(i+1)1

. . . δrcr
]′ . (8)

The propositional logic statements (7) can now be imple-
mented by converting them to linear inequalities. This is
achieved by replacing (3c) with

0≤ ε≤ diag(Mε)δ . (9)

Secondly, modify the components ofMp such that the same
integer weightmi is assigned to each of theci constraints on
priority level i:

Mp, [m11′c1
. . . mi1′ci

. . . mr1′cr
]′ (10)

where1ci is the unit vector of sizeci andmr = 1. In order to
ensure that the satisfaction of higher prioritised constraints
always results in a larger reduction of the cost than the sat-
isfaction of any combination of lower prioritised constraints,
the weights for a priority level need to be larger than the sum
of all the elements ofMp associated with the lower priorities.
At the same time one would like to keep the weights as small

as possible to avoid running into numerical problems. Anmi

which satisfies this is given by

mi = 1+
r

∑
j=i+1

cjmj . (11)

For example, if there ares = 4 constraints with the second
and third on the same priority level, i.e.r = 3, c1 = 1, c2 = 2
andc3 = 1, thenMp = [6 2 2 1]′ would be suitable. If there
are the same number of priority levels as soft constraints, e.g.
r = s= 4, thenMp = [8 4 2 1]′, which is the same as in (6).

Note that soft constraints and constraint priority can be in-
cluded in the MLD structure (1) by incorporating the slack
vectorε in the z(k)-vector and the logic variablesδ in the
δ(k)-vector. It should also be clear that any logic variables
in the MLD system can be included inδ andMp and hence
prioritised, e.g. the open/closed status of a valve.

3.3 Getting Closer to Pareto-optimality
The methods used in [6, Sect. 3.2] and [7, Sect. 5.1] do not
guarantee the satisfaction of the maximum number of con-
straints and therefore cannot simultaneously be applied to
both time and output prioritisation; the formulation results
in the relaxation of all constraints on the same and lower pri-
ority level once a certain priority level cannot be satisfied.
This is not desirable and a sequence of MIQPs needs to be
solved in order to satisfy the lower priority constraints and
incorporate both time and output prioritisation. The method
presented in Sections 3.1 and 3.2 provides a solution to this
problem by maximising the number of satisfied constraints
subject to the given prioritisation with asingleMIQP.

Often one desires a solution which isoutput-prioritised min-
imum time-optimal, i.e. the duration of violation for the
higher-prioritised outputs are minimised before proceeding
to minimise the duration of violation of the lower-prioritised
outputs. To minimise theduration of constraint violations,
one would like constraint violations to occur only in the first
part of the prediction horizon if it is not possible to satisfy
the constraints over the whole horizon. This translates into
future constraints having a higher priority than earlier ones.
The ideas in [6, 7] can be used to implement this for each
output. Thetime priorities for outputi are defined by the
following P−1 propositional logic statements:

[δi(k) = 0]→ [δi(k+ 1) = 0], k = 1. . .P−1 (12)

whereP is the length of the prediction horizon used in MPC.
These logic statements can be translated into the linear in-
equalities

δi(k+ 1)− δi(k)≤ 0, k = 1. . .P−1 . (13)

Each logic variable is also associated with a constraint as
in Section 3.2. Theoutputpriorities are defined by assigning
the same weightmi to each of theP associated logic variables



on outputi, i.e. ci = P,∀i. In solving the MIQP, the duration
of violationsκi for output i is minimised; constraints from
time k = κi + 1 to k = P are satisfied and constraints from
k = 1 up to timek = κi are relaxed. Because of the inter-
action between the choice ofMp and (12), the same MIQP
also achieves this for the other outputs, subject to the given
output prioritisation, as desired. Finally, the constraint vio-
lations and performance cost are also minimised.

By simply maximising the number of satisfied constraints
the solution might not bePareto-optimalin terms of duration
and size of the violations. The choice ofS determines how
close the solution is to being Pareto-optimal [3]. Possible so-
lutions are to assign arbitrarily large values toS, perhaps re-
flecting the priorities or solving minθ,ε,δ(ε′Sε+ρM′pδ) when-
ever (2) is infeasible. The latter (output-prioritised minimum
time) approach is Pareto-optimal ifε′Sε is used as the cost
function for the size of violations2. Various combinations of
S,s1 and sequences of optimisation problems can be chosen
to satisfy different Pareto-optimal definitions.

Solving for the lexicographic minimum [4, 5] does not re-
sult in an output-prioritised minimum time-optimal solution
or the satisfaction of the maximum number of constraints.
A suggestion for determining the lexicographic minimum of
ε, while guaranteeing an output-prioritised minimum time-
optimal solution, is to first solve minθ,ε,δ M′pδ to determine
which constraints cannot be satisfied, fixing those constraints
which can be satisfied and then solving for the lexicographic
minimum ofε.

3.4 Prioritisation without Requiring Logic Variables
Sometimes it is not required that low-priority constraint vio-
lations be minimised in an optimal fashion. A new, alterna-
tive method which does not require logic variables to priori-
tise soft constraints is to solve

min
θ,ε,η

θ′Hθ + f ′θ + s′1ε + ε′S1ε + s′2η + η′S2η (14a)

subject to

Aθ≤ b+Cε (14b)

ηi+1≥ γiηi (14c)

η≥ ε≥ 0 (14d)

whereS1 � 0, S2 � 0 and each element ofs1 ands2 is posi-
tive; γi > 0 is a sufficiently small scalar. The slack vectorη
defines the priorities; constraints are relaxed in a prioritised
fashion with constrainti taking a higher priority than con-
strainti + 1. The actual constraint violations are represented
by ε.

It is not yet clear in this scheme how large to choose the var-
ious slack vector penalty weights in order to achieve Pareto-
optimality or to guarantee the satisfaction of the maximum

2This method is also numerically more robust sinceS and ρ >
maxθ,ε,δ ε′Sε need not be as large.

number of constraints. This method also suffers from the
relaxation of all lower-prioritised constraints once a certain
constraint cannot be met. Additional slack vectors similar to
η could be added to the soft constraints to define additional
priorities. By introducing integer variables and an appropri-
ate Mp, further control over the satisfaction of constraints
can be achieved.

4 A Framework for Multi-objective and Reconfigurable
Control

Often it is desired that a controller bring the system into a
desired operating region before moving the input and output
variables to their optimal set-points. This kind of objective
can be described by logic statements. Better performance
might be achieved if thesestate-dependent objectivescan be
integrated into the controller; in [6, Sect. 3.1] it was shown
how the inclusion of logic in the controller synthesis can im-
prove the performance of a semi-batch reactor. Another sit-
uation which might occur is that the objectives and/or prior-
ities might change when a fault occurs. Usually these events
are handled by an external supervisor only when the fault
occurs. Future knowledge of the effect of disturbances could
help prevent failures. A reconfigurable, fault-tolerant con-
troller can increase plant availability and minimise the eco-
nomic cost of a failure. This section describes a general
framework whereby logic- and state-dependent objectives
can be combined with the prioritisation methods presented
in Section 3 to design a reconfigurable controller.

Assume that an observer and fault detection scheme for
MLD systems such as in [9] is implemented together with
an MPC controller. The inputs to this combined system are
the current and future set-pointr(t), current and past plant
inputsu(t) and outputsy(t) and a signal from the operator
ψ(t) ∈ {0,1}ql which is used to define the current and fu-
ture operating modes of the controller. The outputs from this
system are the current control inputs to the plantu(t) and es-
timates of the past, current and future states ˆx(t) and past and
current faultsφ̂(t) ∈ {0,1} f . The last two outputs could be
used by the system operator or software to activate alarms or
to set the operating modeψ(t).

The operating modes of the controller can be written in terms
of propositional logic statements

condition1→ ob jectives1
condition2→ ob jectives2

...
...

(15)

whereconditioncan be any literal made up of logic state-
ments regarding the current and future states, inputs and op-
erating mode of the plant. The objectives for the given oper-
ating mode are defined by the literalob jectives.



The priorities of soft constraints for eachconditionare de-
fined by different combinations of (7) inob jectives. Con-
straints can be added or relaxed by modifyingob jectivesap-
propriately. The variables to be minimised in eachcondition,
and their corresponding weights, are defined by adding

v = ∑
k

δkwkgk(x,u, r,z,δ) (16)

to the correspondingob jectiveswheregk(x,u, r,z,δ) is the
linear function to be minimised,wk is the corresponding
weight. The logic variableδk = 1 if and only if some given
user-specified criteria regarding the operating condition and
state of the system have been met;δk has to satisfy the in-
equality∑k δk ≤ 1. The auxiliary variablev is included in
the cost function of the MIQP;δk determines whether or not
gk(x,u, r,z,δ) is included in the cost function.

5 Illustrative Example

Consider the 2-input (m = 2), 2-state (n = 2) discrete-time
LTI systemx(k+ 1) = Φx(k) + Γu(k), subject to hard con-
straints on the input|u(k)| ≤ d,k = 0. . .P−1 and soft con-
straints on the states|x(k)| ≤ h+ ε(k),k = 1. . .P. Assume
that it is more important to satisfy constraints onx1 than on
x2. Also, one would like constraint violations to occur only
in the first part of the prediction horizon. The aim of the con-
troller is to regulate the states to the origin. The prediction
horizon length isP = 3.

Since both upper and lower bounds on the states cannot be
violated simultaneously, logic variables need be associated
only with nP= 6 slack variables:

[δi(k) = 0]→ [εi(k) = 0], i = 1,2, k = 1,2,3 .

If the logic vectorδ = [δ1(3) δ1(2) δ1(1) δ2(3) δ2(2) δ2(1)]′

is constructed with time and output priorities taken into ac-
count, thenMp = [32 16 8 4 2 1]′ will guarantee the max-
imum number of satisfied constraints, while taking priori-
ties into account. IfMp = [1 1 1 1 1 1]′, then the maximum
number of satisfied constraints is guaranteed, without taking
priorities into account. Alternatively, if time priorities are
defined as in (12):

[δi(k) = 0]→ [δi(k+ 1) = 0], i = 1,2, k = 1,2

thenMp = [4 4 4 1 1 1]′ guarantees an output-prioritised min-
imum time-optimal solution.

Additionally, it is desired that the penalty weight onx2(k) be
increased from1

2 to 1 when|x1(k)| ≤ h/2. By defining

v(k) = δx(k)x2(k) + (1− δx(k))
1
2

x2(k), k = 1,2,3

as in (16) and introducing the propositional logic statement

[δx(k) = 1]↔ [|x1(k)| ≤ h/2], k = 1,2,3

then∑P
k=0(‖x1(k)‖2 +‖v(k)‖2+‖u(k)‖2+‖ε(k)‖2)+ρM′pδ

can be thought of as a cost function with state-dependent
weights onx2(k). After setting up the linear inequalities
from the propositional logic statements, the MIQP problem
is solved.

6 Conclusions

This paper presented systematic and flexible methods, which
use propositional logic and the MLD modelling formalism,
for prioritising soft constraints in MPC and guaranteeing the
satisfaction of the maximum number of constraints. The
method presented here can also be used to prioritise other
conditions in a hybrid system, such as the status of valves or
switches. The optimality, advantages and disadvantages of
the prioritisation methods were briefly discussed. A method
which does not require logic variables for prioritising soft
constraints in an exact penalty function was also presented.

Finally, a framework was introduced which allows a large
class of multi-objective and reconfiguration problems to be
described, such as logic- and state-dependent objectives,
constraints and priorities. These objectives and priorities are
taken into account during the calculation of the optimal con-
trol profile.
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